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INTRODUCTION

In recent years, organizations have been moving from a-paged to a papéess state as a result

of a computerization process. More and more information is collected, stored and managed in
digital form using modern technologi€dome of the data, maintained within an organization's
databases, is considered tochafidential For examplepatient health recordsvhich may hold
sensitive information. In such cases, the organization is responsible for establishirgaedssa

policy in order to maintain confidentiality.

According to thaJS Health Insurance Portability and Accountability Act (HIPABp Dept of

Health and Human Services, 200®&hich established the first comprehensive federal rule
protecting the privacy of healthformation,confidentiality is defined as "the property that data or
information is not made available or disclosed to unauthorized persons or processes". In the spirit of
this definition, preserving confidentiality involves restricting access to dataghrauthorization

and accessontrol models. One of the leading aceesstrol models is thRoleBased Access

Control (RBAC)(Sandhu, Coyne, & Youmath996). According to RBAC, authorization to access
particular data resources in the organization shbeld function of the data requestor's role. One of
the advantages of RBAC is its simplicity. However, the model's simplicity turns to be a
disadvantage as it limits its expressive power. We have seen this limitation when we conducted a
gualitative studyd identify realworld scenarios of dataccess requests to patients' dRig,

Beimel, Dori, & Denekamp2008). Sometimes, the role prevents medical personnel from accessing
data that is required in particular scenarios.

Based on the above, we proposedifferent conceptual approach, which enables to formally
represent contexttased scenarios of deaacess within the healthcare domain. The scenarios
describe which tasks a data requestor can carry out, with respect to cantagual factorge.g.,
thelocationof the data requestor, teatusof the patient, and thieme of access). Within our

model, we structure the scenarios iSituations, where Situation is defined as a formal, computer
interpretable representation of a datxess scenario. Uik, by structuring a Situation, we represent
an organizational dataccess rule. We named our aceesstrol conceptual approa&ituation-

Based Access Contrglor SitBAC for short Peleg.et al., 2008).SitBAC includes abstractions for
modeling the entitiginvolved in dataaccess scenarie$atient Data-RequestarTask Legat
Authorization EHR, andResponse along with their Properties and the Relations among them.
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OBJECTIVES

In this abstract, we preseBitBAC knowledge framework, a formal accessontrol framework,
which is based on the conceptual SitBAC moéelég.et al., 2008) and enables organizations to
defineandcarry outconfidentialitypreserving dataccess policies. In particular, we focus on
healthcare organizations and health ddtages in electronic health records (EHRS).

METHODS

The idea behind SitBAC knowledge framework is to formally represent the organization's data
access rules &ituation classesand an incoming accessquest as aimdividual (instance) of a
Situation clas. Within the framework, the individual is mapped into one of the Situation classes in
order to infer its appropriate response, i.e., the incoming aceggsst is either approved or

denied. Figure 1 illustrates the above idea.

For that purpose, we che to base SitBAC knowledge framework on a shianedviedge mode]

or ontology According to(Gruber, 1995 an ontology specifies commonly agreed, conrspetcific
definitions for the sharing and reuse of knowledge. Ontologies define a common termofdlogy
entities(concepts) that are assumed to exist in some area of interesattiieites and the
relationshipsthat hold among them.

SitBAC
Ontology
Situation Situation |2§2215i29
Class?2 Class4 reques;
— || Incoming
Situation : . ] ?:;32:;
Class1 Situation
Class3

Figure 1: The SitBAC knowledge framework approach

In order to specify th&itBAC ontology, we chose th#Veb Ontology Language(OWL) (Web
Ontology Research Group004) as our ontology representation language, ané®tbtgé
knowledgemodeling as our specification tool. The two main reasons for choosing OWL are:

(1) OWL is designed for sharing information over the wls, it can be used by a group of
healthcare organizations to define and share a commoaciadas policy by creating a set
of dataaccess rule class€sepresented via Situation classes).

(2) OWL is aDescription Logics (DL) (Baader, Calvanese, McGuinneligrdi, & Patel
Schneider2003 language, thus, we can use a descripldgics reasoner that provides
classification and realization services (as explained in next paragraph).

In our work, we used a DL reasoner to (1) classy theatatass rule class (Situation classes) and

(2) to realize an incoming accessjuest (represented via an individual of a Situation class) as a
memberofadataccess rule class, from which the apepr
inferred.

However, the basic datadluded in the individual is insufficient and additional knowledge is

required in order to accomplish the realization process. To produce the missing knowledge, we used
aSemantic Web Rule Language (SWRLJHorrockset al., 2004engine that inferred theqgaired

new facts regarding the individual by chains of properties (e.g., the data requestor's department is
equal to the patient's location).

Figure 2 presents the various stages an incoming acsgssst goes through in order to produce

t he corawed/ dearpipadd response.

8
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Situation SWRL Situation
Ontology Rules Classes

! !

3)
Infer N Invoke DL
relations L( reasoner to
into the realize the
individual individual

incoming
access
request

2)

<)
Check Response

1) Create

an
individual
upon the
request

inferred

response
type

Figure 2. The stages an incoming access request is going through

On top of the above, we designed the SitBAC ontology, including the formal representations for the
SitBAC abstractions and the Situation classes, tmibénal complete andnon-conflicting, taking
advantage of ontology exception patterns and using a DL reasoner to discover potential duplications
of dataaccess rule classes.

CONCLUSIONS

In this abstract, we present a contbased accessontrol framework thatims to support the goal

of confidentiality preservation through the use of context attributes and an associated method that
operates on them. Our SitBAC knowledge framework is distinct as it (1) is based on a conceptual
knowledge model derived from extewsiqualitative research which elicited 127 dataess

scenarios from the healthcare domain; (2) capturesatatss scenarios specific to the healthcare
domain and represents the associated context via ontological formalism; and (3) enables the use of a
DL reasoner, which is a powerful tool for r¢ahe evaluation of incoming accessquests.
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INTRODUCTION & OBJECTIVES

Deployment of enterprise systems in large organizations is one of the most challenging tasks of IT
managers nowaday£hallenges include change in business processes and data, multiple
organizational stakeholders with differing interests, the need to deploy while continued operations,
as well as the interaction with product and customization vendors (Gosian 2004 a5@0@0).
Research describes enterprise system deployment as a sequence of stages, including design,
implementation, stabilization, continuous improvement, and transform&ass @nd Vital2000).
However, there is rarely a theoretical perspectie¢ gides this lifecycle analysis of system
deployment. An exception is the optibased risk management approach suggested by Debreceny
et al. (2005) for ERP deployment. Sequential deployment of ERP modules allows organizations to
benefit from learnindpy doing and to avoid the huge irretrievable costs associated with fully
committed ERP failure. However, Debreceny et al. (2005) do not provide empirical evidence to
support their approach.

The current study follows this single work by studying an aceployment of an enterprise

system in a large organization through an option theory perspective. We analyze in detail the
deployment (or project) phase where a formal team, including IT consultants, programmers, and
key users, is responsible for gettihg system up and running (Hsihan 2005). Given access to
project documents as well as to the project manager, we are able to describe and quantify the risks
and the staging options as planned by the organization. In addition, we suggest additimgal stag
options and calculate their value.

The current study is thus the first to analyze the staging of system deployment, through option
theory applied to actual deployment data. Therefore the study contributes to the emerging literature
on real options iMIS (Benaroch 2002). It also provides advice to practitioners on staging, its
relations to risks, and the quantification of its value.

METHOD & EMPIRICAL CONTEXT

The research site is a large service provider enterprise with several million custosexedtboth
businesses and private customers through a Commercial Business Unit and a Private Business Unit
organized along geographical lines. The firm includes also a large engineering and communication
division, an Information Technology Division andseeal call centers.
The current study focuses on the deployment of an entexpiigeCustomer Relationship
Management (CRM) system that replaces several systems that have specific limited CRM
functionalities. These include two sales management systeohmssgecifically developed and
operated by each of the main business units, and two technical help desk management systems,
again separately developed and operated for the two units. In addition, the new CRM system
replaces some functionality of the billisgstem, a technician assignment and scheduling system,
and an order management fulfillment system.
We were given access to the project planning documentation and to the project manager. We
conducted about ten twlour long interviews with that managerostly in order to understand the
documentation, identify and prioritize risks, calculate costs and benefits of the project, and discuss
planned and other staging options.
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We found that the complexity of organization and system, as well asthe needtecon t he f i |
data architecture from a billingentered structure to a CRé&ntered structure, highlighted the

issue of deployment policy at the early stages of project planning. On the one hand, a single cutoff
point between the old systems and the @M system was advocated by the business units and

the CEO. Such a quick, clean cutoff would confine operational glitches to a short period of time,

and remove the need to operate old and new systems in parallel. On the other hand, gradual
deployment wasansidered by the IT division as a means of stabilizing the system before full
deployment. The gradual approach covered various alternatives, including a pilot confined to a
specific geographical area and to a small number of customers, staged deploytireesystem

first at one business unit and then at the other business units, anedesabedeployment of most
CRM-functionality excluding the sales module.

Several top management discussions about the deployment principle were held. At the same time,
the IT Division and the project office studied several alternatives and assessed the extent of
deployment constraints and risks. The result of this process was the decision to deploy the system
gradually. The project was divided into eight main modulesudrgrojects, including product and

services catalogue, sales management, technical help desk management, customer preservation, anc
data conversion.

RESULTS

We find that managers at the research site are well aware of deployment risks, and systematically
stage the deployment of the system. However, our analysis reveals that staging at this organization
is mostly related to resource constraints and less towards risk mitigation. The additional staging
options that we suggest explicitly mitigate major riskeating optional value much larger than that
created by the organizationd6s planned staging

CONCLUSION

The technical and organizational complexity of enterprise system deployment calls for the use of
rigorous quantitative techniques in managing sucteptsj The current theocdriven study shows

how staging options are used, and can be used further, to deal with the challenges of enterprise
system deployment.
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INTRODUCTION

The Internet has revolutionized the distribution and consumption of products and services in
many differentusiness contexts. The introduction of Intefin@sed service often raises the question
of adoptioni the extent to which customers will embrace novel offerings. Better understanding of
usage and adoption can help addressing customers' needs, and dieoizetion of services to
better meet those needs. This study explores adoption in the context of {Btamkiety (IB)
servicesSince the introduction of the Internet, many banking services have been transformed to use
this new media. As a result of tiggowing demand, banks today invest vast amount in developing
their IB capabilities, where a key motivation for investing in IB is cost saviag the Internet is a
relatively cheap way for delivering banking services. Further, it enables reducing hedawainks
and downsizing the staff.

Expenditure categories Income versus Expenses

Expenses in-m Income in-R

-55641.21 4,167.34

% Amount-m Cateaories

2.7 1,200.00 Cash @
188 1,05000 Checks ® Credit Card 55% —

142 78940 Recreation @ Salary 59%

Cash22% —

135 745.87 Transportation® Checks 19% —

oL
Payments 5% = Other41%

16 64212 . Payments

201 11382 Other @ Total in-m; -1,373.87

Figure 1. A Sample "Personal Finance Management" Screen

Understanding the key drivers that affect IB adoption has become a key issue for the banking
sector.This issue of IB development has also been a key concdafde Ha'Poalint a large Israeli
bank. The analysis in this study was performed with a large sample (66,555 records) of the bank's
customer accounts, and their associated IB activity. The analysis examines how financial status
affects IB usage, comparinpree usage forms. The first twoaccount inquiries, and financial
transaction$ have been offered by the bank long before the study was conducted. The third is the
"Personal Finance Management” (PFM) toah innovative Businedstelligence (BI) utilty, which
lets customers view, dissect and analyze their own incomes and expenses (Figure 1). Offering BI
utilities to a broad customdaase is not a common practice todagmong the goals of this study was
to observe whether or not the bank's custenase is willing to adopt such an innovative IB utility,
when being offered together with the more traditional core IB applicalio@sanalysis indeed
highlights a major difference between the traditional 1B services, versus the more novel PFM, in
terms of uage.
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RESEARCH SETTINGS

Model Developmentthe study was directed by the model shown in Figure 2. The dependent
variable is thdJsage Frequengymeasured by the count of usage actions, within a giverfianes.
The independent variable is the Financi@t&s, measured in terms of income. Financials may have
major effect on the adoption and the use of IB; hence:

H1: Financial status positively affects Usage Frequency

IB Novelty reflects the newness and the innovativeness of a certain 1B tools. The ssutietés
that IB Novelty will act as a moderatori.e., it will influence the effect of the financial status on
usage frequency; hence:

H2: With lower IB novelty, the effect of Financial Status on Usage Frequency will

be more significant
IB
Novelty

H2

Financial W J ( Usage

Status J H1 'L Frequency

Figure 2. Research Model.

The evaluation included three IB tools, each reflecting a different magnitude of 1B ndaglty:
Query: an inquiry regarding account status, loans, or the value of financial assets, perceived as
having a low level of IB novelty(b) Transation: a requested for a banking action, such as
transferring funds between accounts, or purchasing/selling a financial asset. A transaction is
perceived as having a medium level of IB novelty.Analysis:the use of the PFM requires higher
sophisticationhence, perceived as having a high level of IB novelty.

Data Preparation: The study was based on a random sample of 66,555 accounts that have
registered to use the bank's website. 52,438 among the accounts in this subset (78%) have registerec
to perform tansactions, and only 9,462 (14%) have registered to use the PFM utility for analysis.
The datasets also contained the income per customer and thdragagacy numbers for the three
IB forms 1 all these numbers were aggregates, and divided into bipsel#ninary analysis of 1B
usage (Table 1) shows that among the 66,555 accounts, 38,973 (59%) executed at least one query.
Among the 52,438 accounts registered to perform transactions, only 12,380 (23%) performed at least
one, and among the 9,462 registete use the PFM, only 5,296 (56%) have used it at lest once.
Usage is subject to high inequalitya small group of intensive users (~2%), were shown to be apply
a large proportion of the activity.

Table 1.Preliminary Usage Analysis

Reg. Active Accounts Intensive Users Other Users
Accounts (Prop.) Pop. Prop. | Use Prop.| Pop. Prop.| Use Prop.
Q. 66,555 38,973 (59%) 2.1% 59.2% 97.9% 40.8%
T. 52,438 12,380 (23%) 1.9% 56.4% 98.1% 43.6%
A 9,462 5, 296 (56%) 2.0% 21.3% 98.0% 78.7%

Analysis Method: To assess the impact, we used two methods that combine a quantitative
assessment, based on standard statistical method, together with a qualitative assessment, based o
data visualization. The first method, the Delta Test (Figure 3) is base on assessingnine@2vs
against the IV bins. For each bin, the bin's proportion of actual usage is compared to the bin's
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proportion in the population. The ratio between these two proportions, and then the delta between
each two consecutive ratios, are calculated. As lmarseen in Figure B the visualization of
proportions and ratios can provide a qualitative assessment of the impact. With an IV that has a
strong impact on the DV we expect to see high margins between usage versus population
proportions, major differems between the ratios, and relatively high deltas. As a quantitative
measure for the impact, we consider average of the delta numbers among all theebgreater is

the average deltathe stronger is the impact.

Bi Population | Usage Ratio| Del 60:/0 | r 300
in Proportion | Proportion atio| Delta| 1 40% - - 2.00
20% - - 1.00
1 50% 20% | 0.40 0% - : . - 0.00
30% 30% | 1.00 | 0.60 5 3
3 20% 50% | 2.50 | 1.50 1

Figure 3. The Delta Test

The Tend Test (Figure 4) extends the previous method by considering the bins not only for the
IV but also for the DV. This binning permits the use of the statisticatSQhare test for
dependency, which can be applied only to discrete variables. We formaf ¢vidins versus DV
bins, calculate the proportion of each IV bin, within the DV bin, and compare it to the proportion of
the IV in the population (Figure 4a). We then calculate the ratio between the proportion of the IV bin
within the DV bin and the pportion of the IV bin within the entire population, and place the ratio
number in the associated giedll.

(a) (b)
TV (T (T S (T (O 1 | 2 3] 456 6867
0 82% | 3.5% | 21% | 1.8% | 2.5% | 4.0% | 5.3% | 3.7% 0 248 | 093 | 056 | 049 | 066 | 1.08 | 141
025K | 320% [219% | 14.3% | 7.6% | 64% | 61% | 6.1% |163% {81 Go5ic | 496 | 1.4 | 08 | 046 [F0330[N0S7A|N038
ST oK 5.5 8 4 T 0 6.1 o 59T .19 To e Tis o] Mok 121 | 120 | 110 | oso |Rosasluoiss Boses
SKAOK 8.3% | 10.9% | 12.2% [ 12.6% [10.9% | 8.7% | 9.4% [10.0%| [Blocr-oKf 088 | 1.22 ] 119 | 1.06 | 0569} 060} 0.69
10KA5K] 8.3% | 12.0% | 15.6% | 18.1% | 18.7% | 15.6% | 18.6% | 14.4%| [@E2i-104 077 | 1.00 | 112 | 116 | 1.01 | 080 | 086
15K-20K] 3.8% | 51% | 7.4% | 10.6% | 13.4% | 13.0% | 11.4% | 8.0% | |[S41OK-15K) 088 | 0.84 | 1.07 | 1.26 | 1.30 | 1.08 | 1.29
20K-25K] 2.1% | 2.4% | 3.8% | 6.0% | 7.9% | 8.7% | 8.4% | 4.5% | [R|15K-20K 047 | 063 | 0.92 | 1.32 | 167 | 1.63 | 142
25K-30K] 1.1% | 1.6% | 2.2% | 3.8% | 5.0% | 5.8% | 6.0% | 2.8% | [W20K-25K) 047} 0:54 ) 0.84 | 1.33 | 1.77 | 1.94 | 187
30K+ | 38% | 3.8% | 5.9% |10.5% |17.6% | 22.1% |19.6% | 8.5% || |25K-30K] 0.39 | 0.57 | 0.78 | 1.36 | 1.80 | 210 | 247
100% | 100% | 100% | 100% | 100% | 100% | 100% | 100% 30K+ | 0.45 | 0.45 | 0.69 1.23 2.06 w 230

Figure 4. The Trend Test

To further emphasize the influence pattérwe turn the ratios into a color map (Figure 4b). A
green cell reflets a proportion of the IV bin within the DV bin is much greater than 1, indicating
strong positive impact. Similarly, a red cell indicates a strong negative impact (ratio much smaller
than 1). A yellow cell reflects a ratio close teile., a case wheite proportion of an IV bin within
the DV bin is close to its proportion within the entire population.

RESULTS

The results show a strong support for hypothesis H1, which argues for a positive effect of higher
financial status on IB usage. Further, thegodiargely support hypothesis H2, which argues for a
significant moderating effect of the level of IB noveltyhe effect of financial characteristics is
expected with a higher noveltidotably, due to the large sample size, all the results were obtained
with a very high statistical significance (aMalue of 0.01 or less).
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For query usage (low IB novelty), the delta test (Figure 5) shows significant and consistent
increase in the ratio between usage proportion and population proportion, as the legeh&f in
grows (with the exception of the first income birneaning that customer with high income tend to
use the query utilities more often than loweome customers in a significant manner (an average
delta per bin of 0.16). For transactions usage (medBimovelty), the ratio still increases with
income, but in less consistent and significant manner (and average delta per bin of 0.11). For
analysis usage (high IB novelty), the ratio increases consistently only at low income level, but not at
the higherévels (an average delta per bin of 0.1). Notably, the-nati@ase pattern is fairly similar
between query usage and transaction usdge both are fairly different from the pattern shown for
analysis usage.

s - 123 [ 4[5 [86 |7 3
0 |218] 093] 056|049 066108141 55
0-25K [ 1.96 | 1.34 | 0.88 | 0.46 0.37 | 0.38
1=k - 0.33 )
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Figure 5. Usage Versus Incomé Delta and Trend Tests

The trendmap for query usage (Figure 5a), shows a strong trend of "green" near the main
diagonal, meaning relatively high ratios, and "red" near theighp and the bottoreft corners (a
ratio STDEV 0f0.55). This implies a positive correlation between income and query usage. This
pattern is further emphasized by the bin chiassteep decrease in income for low usage (bin 1), a
relatively "flat" pattern for medium usage (bin 4), and a steep incneaseame for high usage (bin
7). Similarly, the trendnap generated for transactions usage (Figure 5b), also shows a strong and
significant trewl (a ratio STDEV of 0.61)however, the steep increase in ratio starts here earlier; at
the medium usage randar{ 4 is shown).

For analysis usage (Figure 5c), however, the trend map is relatively i'flattaning nearly
"yellow" for the most part (a ratio STDEV of 0.85much smaller than the two others). Only at the
high-most usage bins, we see a significantease of ratio, while in lower bins the increase is less
noticeable. This results support the argument for a strong moderation effect of the IB novelty, as the
effect of income of usage is much stronger with the less novel IB tools.

Some more insights weigained through a discussion with the bank’'s managers on the results.
The high inequality in usage (i.e., the fact that a large proportion of usage is done by a relatively
small group of users), and the strong effect of the financial attributes on edteyagpdid not come
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as a surprisé the managers where aware of the existence of a group of "power users" and have also
estimated in advance that users who are financially in good shape, are more likely to use the IB
services. However, the effect was oiantified previously in a manner that would let assessing its
magnitude, as done in this study.

The moderation of IB novelty was surprising to an exieparticularly with the usage of the
PFM tool, as the mangers expected to see greater variabilsyusage. While some managers were
disappointed by these results, which probably point out lack of adoption, others have interpreted
them as a sign for success. Those who were satisfied, have suggested that the results indicate that the
PFM tool was desiged correctly, such that it is equally important and useful to all customers
regardless their financial status.

CONCLUSIONS

This research examined the trend and influence of characteristics on the use of Internet Banking
(IB) services. The study showsat, generally, income has relatively strong and consistent effect on
the usage. The study also highlights the level of novelhe extent to which a certain IB utility is
innovative and newhntroducedi as having a major impact. While some usage pethave
evolved around the more veteran IB utilities, no significant patterns have evolved yet around the
newly-introduced PFM tool, which offers innovative Bl capabilities to the bank's customers.

The study has some limitations, which ought to be furtmdresses and explore in future
research. The study explores only a single financial characteristic, and only a limited subset of IB
capabilities. Future research should look into extending the scope to examine the effect of these other
factorsi e.g., ser demographics, level of education, etc. Further, the study evaluates usage over a
period of three month, and was conducted when the PFM tool was relatively new. The usage ought
to be evaluated again, in the future, over a broader time period, andhafteFM utility goes
through some period of stabilizatibran examination over a broader tifneme may help assessing
whether or not some usage will evolved around the PFM, as it matures.

The bank's manager emphasized their "need to understand themerssbetter”. An huepth
investigation of factors that affect IB usage may help classifying and segmenting the bank's
customers, and understand their needs better. Finally, insights on usage patterns and the factors tha
affect them can guide the desighIB T e.g., utilities that can be customized to address specific
customer needs and usage preferences. The banks managers have expressed a concern with today
"one size fits all* approach, which provides nearly all users with the same tool. Bettenarusto
segmentation, along their i8ervices needs, may help designing customized and personalized
versions of the PFM and possibly other IB solutions.
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INTRODUCTION

The evolution of mobile technology, particularly the emergence of the-pimaines, and the fact

that people carry their mobile devices wherever theyeagbto the use of information through

handheld devices anytime and anywhere, and broadened the use of phones from phone calls to
services accessed through the web. Many firms and organizations are aware of this trend, and chose
to develop suitable mobiiaterfaces to their websites.

Some work has been done to reveal how people use the internet on mobile devices and what is the
difference between the use of mobile and stationary web (Perry et al., 2001; Chae and Kim, 2003;
Church and Smyth, 2008; Cui aRadto, 2008). The major purposes for using mobile internet are
reading news, checking mail and information search. Although information seeking is used in both
environments, there are differences in the way of usage, based on the devices used to access the
web (Halvey et al., 2006a). Mobile information systems face problems originated from the
uncomfortable devices (Gafni, 2008), because of their size, tiny screens and small keyboards.
Hinman et al (2008) found that mobile web users access the same stmegrare familiar with in

the stationary web, but in a difficult and time consuming way. Nylander et al. (2009) found that
sometimes users prefer the mobile web although they are near a computer.

The development of a mobile interface to an existing web®/olves reinvestments, additional to

those performed for the stationary website. These investments are not yet proven as worthy for
every kind of firm, because the technology is still new, and the consumers are in the first stages of
adoption. This paer is a preliminary study for a wider research to examine whether the investments
in mobile portals are worthwhile. One possibility to foresee the profitability is to check the

tendency for adoption and use of these mobile portals, by users accust@egitdothe same
information from the stationary site. This can be inspected according to technology acceptance
theories, which examine the factors that influence the adoption of new technologies. Barnes and
Huff (2003) collected the factors defined byeathesearchers (Rogers, Fishbein, Ajzen and others),
and composed a list of factors that influence the adoption of a mobile phone browser. These factors
are relative advantage, compatibility, complexity, trialability, observability, image, trust and
intenton.

The hypothesis is that the mobile web is accessed at different hours, days or situations, than the
stationary, and although there are difficulties to use the mobile interface, customers are adopting
this channel to get information; thus, there is @® maintain both portals.

METHOD

This research is based on the objective data collected using Google Analytics, during a period of
thirteen weeks, from the website of a legal firm, which holds and updates an enormous knowledge
base, enabling accesslawvs, verdicts and judgments’ documents. The firm developed two different
portals, a stationary one, developed at least fifteen years ago, and a new one for mobile devices.
The clients of these sites are judges, lawyers, attorneys and law students, sehibsannually to

the knowledge base. Variables collected were number of visits, time and length of visit and number
of pages visited, for both portals.
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RESULTS

According to the accumulated data, the differences between the usages of both patitals and
degree of the mobile interface adoption can be identified. Table 1 summarizes usage data.

Table 1. Differences between stationary and mobile portals' usage

Stationary Internet | Mobile Internet
Visits during examined period 1,200K 9,5K
Average percerge of new visits from 13% 46%
total visits per day to site
Average pages retrieved per visit 7.3 4.0
Average time on site per visit 9:30 minutes 3:00 minutes

Although the number of visits to the mobile website is extremely low compared to theastatio
one there is a significant growth of visits to the mobile portal, as seen in Figure 1 (week 11 was a
holiday week).
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Figure 1. Number of visits per week

In order to check the differences in time, the percentages of use, for each type of patal, wer
calculated for each hour of the day and each day of the week. Most of the traffic, in both portals, as
seen in Figure 2, occurs from 9:00 to 18:00 which are the regular working hours. However, the
percent of mobile usage before and after work hourseatgr than the stationary.
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Figure 2. Percentage of Hourly Visits

When arranging the visits according to day in the week, as seen in Figure 3, the tendency to use the
mobile portal is more uniform during the week, including weekends (Frigaturday)while the
stationary internet is used homogenously during working days, but with little use on weekends.
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Figure 3. Percentage of Daily Visits

The mobile portal is used for shorter sessions. The differences in durations of visits to the sites can
beseen in Figure 4.
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Figure 4. Duration of visit [minutes]
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DISCUSSION AND CONCLUSIONS

Despite the fact that both portals contain same data, the usage patterns of each are different, as
shown. The results are examined according to the factors thegrioél the adoption of a new

mobile technology:

Relative advantage- The mobile portal can be reached "anyplaemytime", wherever the data is
needed. This is a relative advantage for attorneys using the site while on court or in meetings out of
office orafter working hours (Figures 2 and 3), and complies with prior research (Karlson, 2009).
Another support to this factor can be seen by the reduce effect of holidays in the amount of visits
(Figure 1). Most of the traffic occurs during weekly working hp@r80-18:00, which is different

to other researches in this area, who found traffic from 9:00 to 24:00 and weekends (Karlson, 2009;
Halvey et al, 2006b; Beitzel et al, 2004). Prior works concentrated in general surfing, as email,
entertainment, news, tral etc.; while this site is focused in professional content, so naturally, it is
mostly used during working hours.

Compatibility - The mobile portal content is compatible with the stationary one; the same data can
be retrieved from both portals. The sasearch engine is used in both cases, with interfaces
adapted to the relevant devices.

Complexity - The use of the mobile devices to retrieve large documents is perceived as complex,
because the difficulty to read in small screens, and expensive, betths@aeed to download

large amount of data using wireless networks. Therefore, the average pages per visit and the
average time on site are significantly lower in the mobile environment (Table 1), and 40% of the
visits are very short, while only 5% arees\600 minutes (Figure 4). Nevertheless, the increasing
use of tablet devices (greater screens) and freEiWetworks will change this factor.

Trialability - Each subscriber who owns a mobile device can freely try and experience the new
mobile portal, ad decide whether to use it. The subscription to the site facilitates both channels.
Observability - This factor does not influence in this case, because the data retrieved by mobile
phones is not visible to others, unless the user exhibits it.

Image - People using their mobile phone to retrieve data, especially in public places, like in court,
feel enhance prestige and image (Ong, Poong & Ng, 2008).

Trust 7 The use of the mobile portal is supported by two suppli¢he wireless network supplier

and thecontent's supplier. Both suppliers are known to the subscribers from prior experiences and
therefore trustworthy, otherwise they would have changed them.

Intention - The results demonstrate that although this new technology is in the first stages of
adopton, the usage is continuously growing presenting the intention of customers to adopt the
mobile interface, as can be seen by the percent of new visits per day (Table 1) and by the visits
growth rate per week (Figure 1).

The results show that although ihéormation offered by this site consists of large documents,
commonly used by stationary internet with regular computers and displays, the adoption of mobile
technology is growing. This indicates a need, especially in after-n@mrks and when out of offe,

to access the information ubiquitously. Furthermore, sites for other kind of information, which
present smaller pieces of data, may be more attractive to mobile devices users' during these hours.
The development of the mobile portal will be inevitalolgain competitive advantages and the
adoption of mobile sites will grow over time, but will not abolish the need for stationary websites.
This research is part of a larger research which examines different aspects of the use of mobile
devices for browsig websites of firms, intending to find whether there are benefits in developing
special interfaces for users of mobile devices. Further research will increase the amount of data
collected, finding other viewpoints and comparing to other firms.
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INTRODUCTION

Sponsored search auctions are the primary vehicle for companies like Google and Microsoft to
monetize their search gimes, with Google's 2010 search revenues topping $29.3 billion, with $8.5
billion net income. Nevertheless, the currently used sponsored search auction Generalized Second
Price scheme (GSP) does not charge advertisers for exposures. While this appsoaet w

justified for a new unproven form of advertising, GSP still prevails in today's mature online
advertising environment. In particular, GSP's predilection for free exposures has led impressions
seeking advertisers (e.g. participants seeking branteaess) to game the current scheme for free
advertising.

Search auctions adhere to a relatively simple framework. Each advertiser specifies the keyword(s)
s/he wishes to advertise on and submits a bid. Ideally, the advertiser's bid represents the maximum
amount s/he is willing to pay for a click by a user who queried on the keyword. When a user enters
a query, the system collects all of the advertisers bidding for the keyword and runs a GSP auction to
determine both the winners and the prices that eacitdvib® charged. There are usually multiple
winners, as there are multiple advertiser slots on the search results page, with higher slots valued
more since they are seen by more users. Finally, the advertiser is charged only in the event of a user
click onan ad, otherwise no money changes hands.

As search users overwhelmingly click on the first results that appear on a search results page
gaming of the system for frampressions is made possible by bidding low to receive placement in
lower positions on theearch result page.

It may seem that since the free advertising slots are not clicked on and hardly observed they have no
true value to advertisers. However, a range of research has sufficiently established the value of
these free impressionstoadvestiss (e. g., Ghose & Yang, 2009) .
enginebés point of view, 't hough-seekimgadJierntisersqe si t i
hardly ever clicked on they compose a block of content that is undesired, and can potentially b
replaced by useful content.

In this work we present a solution that extends the GSP pricing scheme to charge for clicks as well
as exposures. The solution leverages some of the advertisers' gain from clicks under GSP to charge
for their expected exposes. This technique allows advertisers to participate without an expected
loss, i.e. advertisers are individually rational. As Varian (2007) justified continued use of GSP by
proving that it exhibits a Symmetric Nash Equilibrium (SNE), our analysis pthaea sponsored

search auction implementing our new scheme exhibits a SNE.

THE MODEL

We suggest a new extended Generalized Second Price auction for sponsored search auction with no
free exposures that conducts a Symmetric Nash Equilibrium.

In our modelthere are n advertisers, who bid for K slots on a specific keyword. For every

advertiser the search engine observes the-tiickugh rate of the advertiser when s/he is placed in

slot j. We assume that the clithroughrate is norAncreasing in j and ibetween 0 and 1.

! Confidentially submitted for publication in ILAIS 2011 on June 29th 2011

22


mailto:nitzage@openu.ac.il
mailto:gonenr@openu.ac.il

Proceedings of thes™ ILAIS Conference, June 29, 2011, The Open University of IsragRaanana, Israel

We also assume that every advertlsgsws hettrue value for a click but the search engine does not
know this information. An advertiser is charged a ppeeclick that is bounded by his bid when

his ad is clicked on, in slot j. Theipe charged is determined by the search engine's auction. We
assume the advertisers to be fiwutral and therefore if an advertiser is placed at position j, s/he
obtains an expected utility per impression of the difference between her/his true vatliekpesnd

the priceperclick charged for slot | multiply by the cliethroughrate of the advertiser in slot j.
Generalized Second Price Auction (GSP)

For every userb6s web search, the search engin
the search engine picks the subset of advertisements to be displayed and matches them to slots
based on the submitted bids. The matching cri

sear ch engi n etbhreugreratd (or relevared loedhis adcakd is referred to as the
matching score. The advertisers are ranked in the decreasing order of the matching score and the
first K are allocated the K slots of advertisements. If an ad in slot j was clicked, the auction
computes the price chged per click to the advertiser in slot j as the matching score of the

advertiser in slot j+1 divided by the clitkroughrate of the advertiser in slot j.

Extended Generalized Second Price Auction with No Free Exposures

Our extended GSP auction runs midentical manner to the one presented above for the GSP
auction with one difference. In the extended GSP auction, the price charged to advertisers has two
components; one is the GSP computed price per click and the other is the new component, which
charges the advertisers if an impression occurred and not a click. The impression price is computed
from the expected gain from clicks (which is the difference between the sum of the values for clicks
received and the price paid for them) and the expected @g30s

If an advertiser has value only for getting a click, it might be the case that the advertiser pays more
than his value for the exposures and thus it may not be rational for the advertiser to participate in
the auction. Nevertheless, the extended &3feme presented above maintains individual

rationality by charging the advertiser less (or no more) money for his expected exposures than the
utility s/he gains from the expected clicks. Indeed the logic behind the new scheme is that the
search engine caap into some of the advertiser's utility or gain from clicks and spread this gain
amount among his expected exposures as a charge for (the currently) free exposures. To see that the
new scheme maintains individual rationality we need to show that asbrentiith zero value for
exposures do not lose by participating in the auction. The fact that advertisers with value for
exposures are individually rational immediately follows from the individual rationality of the
advertisers with zero value for expossure

Claim. Sponsored search auction that implements the extended GSP with no free exposures pricing
scheme is individually rational

Though showing the individual rationality of our new auction is essential, one would also like to
show that implementing thextended GSP scheme results in an equilibrium where no advertiser
prefers the position of another. Such an equilibrium was shown for the GSP scheme by Varian
(2007) and Edelman et al. (2007). To prove that the extended GSP pricing scheme satisfies SNE,
we need to show that no advertiser can gain a greater utility by moving up or down in the slots from
his original allocated position.

Theorem 1.The set of prices of the extended GSP with no free expositions satisfies SNE.

CONCLUSIONS

Our extended GSPiping scheme can potentially benefit search engines as it increases the revenue
from impressiorseeking advertisers (who currently receive free exposures) and also increases
revenue from clickseeking advertisers (who are not currently charged for imsipres). Our pricing

scheme presents a potential revenue gain as it opens a new revenue stream from impression seekers
who would be fairly charged for impressions, and does not reducesckicle k er s & val uat i
payment for clicks, but only reduces thestirgfrom clicks by the price they pay for impressions.

An interesting question for future study is the affect of the extended GSP pricing scheme on the

demand for search advertising as a whole. On the one hand, it is possible that the model may cause
23
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a gereral increase in advertising rates as chbeleking advertisers will pay for impressions as well
as clicks but on the other hand impressseeking advertisers may withdraw from the search
advertising market and reduce competition.
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INTRODUCTION

Awareness of environmental susibility and ecological issues is growing, and different industry
sectors are seeking ways to address them effectively. The Information Systems (IS) community is

in a position to make a significant contribution to environmental efforts, not only byatimtigts

own impact, but also by guiding the activities of other communities. To support environmental
efforts, or to become more fiGreeno, sever al G
Previous Green IT research focused on mitigating and iregitiee impact of IT production and
manufacturing, whereas Green IS research has the abiliydesign modern activities to support
environmental efforts. This abstract reviews the stéthe-art of Green IS research, and lists

categories of IS soligns for environmental issues. A major contribution of this abstract is a

suggested research agenda for Green IS.

Definitions of Green IT and Green IS

The definitions of IT and IS vary, however it commonly accepted that IT includes hardware,
software, d&a and telecommunication, whereas IS includes, in addition to these components, people
and processd8ernus & Schmidt, 2006)Green IT and Green IS build on these definitions, when
Green IT focuses on mitigating the negative environmental impact created by production, usage,
and dsposal of IT components (i.e., software, hardware, and data/telecommunication).

In contrast, Green IS includes the impact of people and processes. It therefore has a greater
potential to influence Green themes. The field does not only aim to mitngategative effects of

IT operations, but seeks to create positive influences on the environment among non IS or IT
communitiegBoudreau, Chen, & Huber, 2008) Gr een | S focuses on Ath
impl ementation of information systems that con
tackling a much larger problem, and seeking to add value, rather than only mitigate harm. In other
words, while Green | T feodcfu sabadesnod néducecthee magativeg mo r
environmental effects of }FeTf foepcetriavteinoensss,0 : Grteoe nc
opportunities for mitigating negative environmental effects of other operations, with the use of IS
(Watson, Boudreau, @m, & Sepulveda, 2010).

Green IT research

Green IT research provides insight into its antecedents and outcomes. Antecedents were studies in
the form of motives driving Green IT initiatives. Three groups of motives have been identified:

(1) Economic ad competitive- including cutting cost§Sayeed & Gill, 2008and addressing
consumer deman(Elliot & Binney, 2008)

(2) Legal(Elliot, 2007)- including government reporting and regulat{&tiot & Binney, 2008)
(3) Social responsibilitykuo & Dick, 2010)- including ethical drivergMolla, 2008)
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Different cultures emphasize different drivers: while US organizations are driven by economic
considerations, ethical considerations are the primargidriof organizations in Australia and New
ZealandMolla, Pittayachawan, & Corbitt, 2009)

Consequences of Green IT have been studied aiming to measure the impact of Green IT on
economic aspects of organizational systéuedte, Velte, & Elsenpeter, 2008)-businesgYi &
Thomas, 2006and across the pply chain(Rao & Holt, 2005) There is a debate as per the
negative and positive impact of Green IT initiatives on the environ(Kéhier & Erdmann, 2004)
(Berkhout & Hertin, 2004)and on organizational outcom@aichs, 2008)

The drivers and the conseences of Green IT need to be taken into account when Green IS
initiatives are designed, as they are likely to apply to these initiatives as well.

GREEN IS RESEARCH

Recent IS research has been concerned with identifying further questions to be studiedtm o
define the IS environmental agendéelville, 2010) In addition, Green IS research seeks to
provide practical suggestions for supporting environmental sustainability. We categorize these
practical suggestions according to the framework of Chen @Q48) into three categories:

(1) Eco-efficiency efforts, which involve automation of existing functions

(2) Ecoequity efforts, directed at information flow

(3) Ecoeffectivenass efforts, which transform organizations and societies.
Major practical suggestions are elaborated further in the abstract. All suggestions are summarized
in Table 1.

Eco-efficiency

Automation of existing functions using IT has been suggested as Ewan support
environmental efforts. This includes using ICT to replace paper, and virtualization of meetings and
collaborative technologies.

Really Going Paperless

Despite the decadedd promise of the paperless office, ICT has greatly increasedsewfypaper

in many area¢Sellen & Harper, 2002) Despite the popularity ofleusiness, online surveys,
document readers, tracking facilities in word processebsogs, online news, digital archiving,
photo displa devices and so on, research is still needed into increasing utility, usability and user
acceptance of-®ols.

ICT-enabled conferencing and collaborating

Human interactions are necessary for the effective performance of human enterprises.
Traditionally,faceto-face interactions have been preferred, requiring people physically arrive at
work venues. Despite research showing the benefits and effectiveness of ICT s(detdios
example Hasan, 2005; Has& Crawford, 2007)the uptake of these ICT solutions is not
sufficiently widespread. To encourage greater use of ICT tools, further research is needed to
improve aspects like usability, effectiveness, and acceptance.
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Table 1 Three aspects of Greels

Aspect Proposed Action Proposed Research
Eco-Efficiency: 1 Going paperless 1 Increasing utilly, usability and
9 Using IT to (Hasan, Ghose, & Spedding, 2009) user acceptance ofteols

automate existing

functions

9 Virtualization of meetings and
collaborative technologies
(Dwyer & Hasan, 2010; Hasan et 4
2009)

1 Further understanding the
relationship between social
issues and technology.

Eco-Information :

9 Providing
information to
consumers and

businesses about

the ecological
impact of various
activities

9 Disseminating
information as a

9 Networkcentric advocacy
(Hasan et al., 2009)

1 The process of transitioning in{
network centricity

1 The social effects of network
certricity

mobilizing force to

9 Providing information for consumer
and companies on environmental
impact
(Hasan et al., 2009; Watson,
Boudreau, & Chen, 2010)

1 Identifying effective
information

1 Identifying effective methods o
information provision

influence decisiong
and policy makers

9 Guidelines for ICT
procurement/purchasing
(Dwyer & Hasan, 2010)

1 Measuring environmental
impact of ICT equipment and
usage

Eco-Effectiveness

9 Creating positive
impact by radically,
changing current,

1 4U framework for IS design
(Watson, Boudreau, Chen, &
Sepulveda, 2010)

1 Applying the 4U principles tg
norttransportation fields

unsustainable

9 Simulation modeling for sustainabilé

1 Development of simulation

behaviors models to reduce pollution
while supporting business
financials

Developing optimization
tools to reduce pollution
while supporting business

financials

enterprises
(Hasan et al., 2009)

9 Optimizations 1
(Ghose & Koliadis, 2007; Harvey,
Chang, & Ghose, 2006; Hasan et g
2009)

1 Enhancement of holistic business | 1
processes
(Dwyer & Hasan, 2010)

Cultivating holistic views
among business and IS
graduates

Eco-Information

Ecoinformation is twefold: on one hand, providing information to consunaerd businesses
about the ecological impact of various activities. On the other handhfecmation efforts
disseminate information as a mobilizing force to influence decisions and policy makers.

Informing individuals, groups, and organizations

Relativel simple IS tools (i.e., check lists, fact sheets, carbon calculators, and product labeling)
(Watson, Boudreau, & Chen, 201€3n support individuals motivated to contribute to

environmental sustainability. These tools are also good informants for organizations, groups, and
governments driven by ethical considerati@Bltiot, 2011) This is a lowcost way (albeit trivial)

to empower individuals to be greener not only at home but also in small businesses and work units.
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Research into what effective information is needed, as well as what methods of information
provision are effective is required.

Network-Centric Advocacy and Government Policy

Supported by Web 2.0, the balance of power with respect to knowledge is now shifting from the
oofficial versionso6 in the hands olibrarigoandke r n me n
publishing houses. Now, i f anyone wants to 0
Wikipedia. This has democratized knowledge and provided a form of net@ntic advocacy

which is changing the political landscape. This phenomeaa be used to support the

environmental movement, by leading changes in social norms with respect to environmental issues.
The fimarketingo of these issues using soci al
health for almost a deca@@onovan & Henley, 2003jand can thus be harnessed for environmental
issues. Transitioning into network centricity, and the effects of it are themes that need further
research.

Eco-effectiveness

Going beyond reducing the negative impact of current activities on the environment, achieved by
eccefficiency, is the creation of positive impact by radically changing current, unsustainable
behaviors. These radical changes are grouped asffectivenas efforts to support the
environmen{Elliot, 2011) They include the 4U framework for IS design, optimization, the
enhancement of holistic business processes, and systems for optimigunaity.

The 4U framework for IS design

Information systems developed based on four principles: ubiquity, uniqueness, universality, and
unison, have been shown more effective for environmental efforts in transportation systems
(Watson, Boudreau, Chen et al., 2Q16urther research is required to the application of these
principles to other arenas.

Computerbased simulation models

Building on the economic drivers of companies adopting green issuesac@nith large
carbonfootprint can be encouraged to support the environment through the use of celmagetir
simulations. These simulation models can demonstrate that environmental issues, such as reducing
waste from the production stream, are closslsociated with the production and economic aspects

of the product, such as reducing costs. Simulation tools effectively demonstrate how environmental
sustainability saves costs in the long risee br example Hsien, Spedding, Bainbridge, & Taplin,

2006; Taplin, Spedding, & Khoo, 2006)

Optimization Information Systems

Optimizations of design and operational efficiencies have been shown to apply to climate change
solutions(Ghose & Koliadis, 2007; Harvey et al., 200@)hese optimizations utilize techniques
which have significantly improved warehousing and maatufring layouts, production and

logistics schedules, and also highway networks and urban layouts.

Catering for limited organizational budget, Supply Chain Optimization Audit (SCOA) methodology
under developmerfiHasan et al., 2009)elps organization identify optimal opportunities for carbon
footprint reduction, which offer the best 0gr
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CONCLUSION

This abstract examines Green IS research to digpeovides a definition of Green IS, which is
distinguishable from Green IT, and highlights the extensive role IS can play in supporting
environmental efforts. After reviewing current Green IT and Green IS literature, the abstract
categorized Green ISfefts into three main categories: eefficiency, eceinformation, and eco
effectivenesgChen et al., 2008)Within this framework, the abstract categorizescpcal

suggestions recently proposed in Green IS literature, and respective research agenda. The breadth
of these suggestions suggests that IS researchers and practitioners can play an important role in
environmental efforts, by applying their expertise wide range of disciplines.
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INTRODUCTION

As a result othe Web 2.0 information revolution, vast numbers of organizations and individuals
communicate by sending messages over social networks or in organizational communication
networks. These messages, however, are subject to change as they propagate thretvgbrkhe

This paper calculates the distortion of a verbal message as it propagates in a social network, and
compares a global measurement of the distortion in random, scale free and small world networks.
We test a mathematical model that we created wsBiqulation of different types of networks and
show that scaldree networks are the least sensitive to distortion of information compared to
random or small world networks.

LITERATURE SURVEY

Propagation in networks has been studied frequently in thal s@twork community since

Rapaport's pioneering study of influence of network characteristics such as transitivity of node
linking on disease propagation (Rapaport, 1953a; Rapaport, 1953b). Propagation or diffusion refers
to the transport on a netwoilom node to node of some quantity, such as information, opinion or
epidemics. The spread of socialtgnsmitted diseases is a canonical example (see Newman (2002)
for a modeling approach from the theoretical physics perspective and Eames and Keelipip(200

an upto-date approach in bimathematics, together with references on their study of the

propagation of AIDS).

There are many ways to assess a social network as an instrument for information exchange between
individuals, groups or organizatiortdaythornthwaite (1996) presented a "social network analysis",
an approach and set of techniques to study the exchange of resources (information) among actors.

There are few works on the perceived quality of information sent by subjects through social
netvorks. O'Reilly (1978) conducted several laboratory and field studies investigating antecedents
to and consequences of the intentional distortion of information by senders in organizational
communication networks. Laboratory studies were used to exaneim@aplact of two interpersonal
variables (trust in the receiver and perceived influence of the receiver over the sender) and
directionality of information flow (upward, lateral, and downward) on senders' propensities to block
or suppress information. Fietdudies were used to establish the external validity of the laboratory
investigations and to relate information distortion by senders to job satisfaction and performance.

The results of these studies demonstrate that

(1) A bias exists towards screening eamttypes of information from upward transmission;

(2) Low trust in the receiver of a message results in significantly more suppression of information
by senders, especially information which reflects unfavorably on the senders; and

(3) A measure of informatiodistortion is significantly and inversely associated with job
satisfaction and individual and group performance.
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These findings differ in several respects from previous studies on organizational communication.
Their implications for decisiemaking are dicussed and O'Reilly suggested a model relating
antecedents and consequences to information distortion.

More recently, Ma et al. (2010) argued that when a piece of information spreads on a complex
network, error or distortion can occur. Information exmastan occur where the number of

distinct pieces of information on the network increases continuously with time, leading to high error
probability. These authors constructed a physical model to address this phenomenon. They describe
the transition to infonation explosion as the error probability increases through a critical value,

and put forward a control strategy to maximize the robustness of the network against information
explosion, which they then validate by both numerical computation and afirekebbased

analysis.

RESEARCH OBJECTIVES

We calculate the distortion of a verbal message as it propagates in a social network. Additionally,
we compare the results of a global measurement of the distortion in random, scale free and small
world networks, aftepropagation of the message in the network, to examine the robustness of each
type of network against distortion of information.

METHODOLOGY

In this paper we present a study of the robustness of a social network against distortion of
information in the érm of a verbal message. A message has the tendency to change when one
person transfer it verbally to another person. Our assumption is that this change in the transferred
message, or its distortion as we call it here, is usually reflected in differénbptre message, but
some of the information remains unaltered in the original message. We compare a global
measurement of the distortion of the propagated messages in random, scale free and small world
networks using a simulation.

The simulation invtved a model of the network and a model of the distortion process propagating
on the network

A messagen can represent a sequence of letters, words, or parts of sentences, and it represents a
verbal message that a person sends to other individuala seeral network.

Initially, the messagm s transmitted verbally blydifferent people in a given netwokk These
people forward m to some or to all of the people they know. At every transmission of m from a

given persork to personP, in networkN, mmay mutate (be distorted) imt, such that some of
the letters irm (chosen randomly) will change value. The number of letters that changefean dif

from person to person in the network. The mutated medsege continue mutating each time a
person P receives a new mesgha@®m another person in the network.

Two types of errors are measureglative error andabsolute error. The relative erroE', for a
persorP', represents the number of mutations from the original messageatpersonP' initially

received. The absolute erBR , for a perso®', represents the number of mutaidrom the
original message m that was first propagated.

After the propagation ahin networkN that contains people, we can then calculate the average
global relative distortion valud? for N as

% See our proposed mathematical details of the model in appendix I.
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) N2 =& E'/n,

j=1
and calculate the average global absolute distortion Mdfliéor N as

() NE=§ EA/n.

=1

RESEARCH HYPOTHESES

H1: Scale free networks are less sensitive to data tiistahan Random networks

The resulting two subypotheses

H1.1: The relative error will be lower in Scale free networks than in Random networks
H1.2: The absolute error will be lower in Scale free networks than in Random networks.
H2: Scale free netwks are less sensitive to data distortion than Small world networks.
The resulting two subypotheses:

H2.1: The relative error will be lower in Scale free networks than in Small world networks.
H2.2: The absolute error will be lower in Scale free netwtitla in Small world networks.

Scalefree networks are less sensitive to data distortion than small worlds, or random networks.

The scaldree networks are characterized by a power law distribution of the number of links
connecting to a node, and therefothe existence of hubs. Our hypotheses are based on the scale

free network structure, such that hubs and high degree nodes receive a message at an early stage of
the propagation, and they deliver it to many people in the network (Rapaport, 1953a;rRapapo
1953b;Barabéasi and Albert, 1999; Albert and Barabasi, 2002). Therefore, the message path through
a scale free network is shorter than the other types of networks, and as a result fewer message
distortions occur in the propagation process.

PRELIMINARY FINDINGS

At first, we present basic factual data after running the simulation on networks with 10,000 nodes,
that were produced by the network analysis package NWB developed by Barabasi's team at Indiana
University (NWB Team, 2006), and self written scdie.
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Data Breakdown
Tables 13 below show the descriptive statistics for each type of network with all research

variable&.

Table 1. Descriptive Statistics for a Scale Free Network with 10,000 nodes
Degree Mutations | Hub | Rel Err Abs_Err

Mean 4.00 45 .00 .20 3.64

Median 3.00 .00 .00 .00 4.00

Mode 2 0 0 0 0

Std. Dev 6.031 .662 .010 |.745 2.846

Range 1-225 0-2 0-1 0-7 0-10

Table 2. Descriptive Statistics for Random Network with 10,000 nodes

Degree Mutations Rel Err Abs_Err
Mean 9.98 .60 .26 4.22
Median 10.00 .00 .00 5.00
Mode 10 0 0 5
Std. Dev 3.120 .686 .865 2.22
Range 1-24 0-2 0-7 0-10

Table 3. Descriptive Statistics for Small World Network with 10,000 nodes

Degree Mutations Rel Err Abs_Err
Mean 30.0 .64 21 4.35
Median 30.0 1.00 .00 5.0
Mode 30 0 0 5
Std. Dev 1.699 .687 747 2.16
Range 2337 0-2 0-8 0-9

Statistical Analysis Scale Free Network vs. Random Network

Statistical analyses were performed using SPSS software. To test for differences in continuous
variables between the/o groups a-test for independent samples (in Tables 4 and 5 below).

Table 4. Testing hypothesis H1
Relative Error (H1.1) Absolute Error (H1.2)
Random | Scale | T-Test | p- Random | Scale | T-Test
N Network | Free |value |value | Network | Free | value \%Iue
(stdev) | (stdev) | (df) (stdev) | (stdev)| (df)
0.26 0.2 5.529 4.22 3.64 15.866
10,0001 ¢ 875) | (0.745)| (19568)| <°0Y| 2.22) | (2.85) | (18879)| <0001

® See the explanation of our research variables (Independent and dependent) in appendix II.
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Table 5. Testing hypothesis H2
Relative Error (H2.1) Absolute Error (H2.2)
Small | Scale | T-Test | p- Small | Scale | T-Test
N World | Free | value value |World | Free | value \F/)z_alue
(stdev) | (stdev) | (df) (stdev) | (stdev) | (df)
0.21 0.2 0.967 435 |3.64 19.853
10,0001 5.747)| (0.745)| (19998) | 0334 | (2.163)| (2.85) | (18659.8) <001

Summary of the Results
We ran the simulation twice to irease the robustness of our results and obtained very similar
results. The generality of our conclusions and their applicability to other sizes of social networks
must be considered with the appropriate degree of caution.
In general, we found differencestween the means of the three networks regarding both types of
errors:
1 The relative error is lower in scale free networks than in random networks (H1.1 accepted).
1 The absolute error is lower in scale free networks than in random networks (H1.2 accepted).
The relative error is lower in scale free networks than in small world networks. However, the
significance depends on the number of nodes in the networks. In the larger networks the
difference was significant (h2.1 partially accepted, further researchevilbne).

The absolute error is lower in scale free networks than in small world networks (H2.2 accepted).

PROBABLE CONCLUSION

Scalefree networks are less sensitive to data distortion because of the existence of hubs in scale
free. The hubs and the higlegree nodes receive a message at an early stage of the propagation,
and they deliver it to many people in the network. Therefore, the message path through the network
is shorter than the other types of networks, and as a result fewer message diskmtioimsthe
propagation process.
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APPENDIX I: THE PROP OSED MODEL

Given:
A networkN with n nodes
A messagen can represent a sequence of letters, words, or parts of sentences. Without loss of

generality in this model we chose to definas is a sequence of letts, | &,i =1,2 ,k, where
a i {01} is an alphabet. We define the lendtk Im of mto be number of letters in m. We can

refer to m as a Boolean vector=|v,,2 ,v,|" of degreek, wherev, i {O]}
Themessagen represents a verbal message that a person sends to other individuals over a social
network. Therefore, each lettsr represents a letter in a natural language message.

Initially, the messagmis trarsmitted verbally by different people in networkl. These people
forwardmto some or to all of the people they know (adjacent nodes in the graph that reldjesent
At every transmission ohfrom a given persor® to personP,; in networkN, m may mutate (be
distorted) inta®, such that some of the lettersnin(chosen randomly) will change value. The
number of letters that change can differ from per® person in the network. The mutated
messagel can continue mutating each time a perBorceives a new messagdrom another
person in the network.

In order to create a mutated messagewe need to consider all the followingmessages received
by persorP.

) (mP.2 ),

For every mutated lettsr | i =1,2 ,k, s, is chosen to be the letter that has the maximum
number of occurmeces among all letters (the mode) at Iocati'mn(mf’,z ,mf’). In the case where
we have an equal number of different letters the original lettef is chosen.
Let

¢'= number 6"1"s in all letterss, | (mf’,2 ,nf’),
And let

c®= number of "0"s in all letters, | (m",2 ,n7").
We calculate

€1, if ¢>c°
@ s, =10, if ¢ <c?.
bsimf ifct=c°

For example, if we have the following four consecutive messages, the final mutated message will
be:

Messagem’ 0101011
Messagem, 0001101
Messagem; 0110011
Messagem, 0100111
Final mutated messag@’ 0101011
Figure 1. Example for a Mutated Messag¢

Since a persoR can forward the messag& to other people and subsequently can receive
additional messages that can affect his original message, the calculatibtoéach such stage is
done according to eqtion (4). This is shown in the following example:
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Messagem’ 0101011
Messagem, 0011101
Messagem; 0110001
Messagem, 0100101
Final mutated messagé’ 0101001
Figure 2. Example for a Mutated Messag¢g

APPENDIX |I: OPERATI ONALIZATION OF THE R ESEARCH VARIABLES

Dependent Variables

Two types of errors are measureglative error andabsolute error (defined in the Methodology
section) The relative erroiE' ,is calculated as follows:
Letu=r" - m be the difference vector of the messages of a pé’riscWe calculate
(1) E' = Number of "1"s inu*,
For example, take the messages in Figure 2. We calculate the difference vector:
u=r&" - m" =[0101011" - [020100]" =[000001]" .
Therefore, E' =1 which is the number of "1"s .
The absolute erroEA , for a persorP' is calculated as follows:
Letu =m- m{ be the difference vector for persP' . We calculate
2) EA = Number of "1"s it .
Example: Assuming that the original message [110111]" and by takng the final message in
Figure 2, the difference vector:
u=m- n{’ =[1101117 - [0101001" =[100011]"
Therefore, EA =3 which is the number of "1"s in.
After thepropagation ofmin networkN that contains people, we can then calculate the average
global relative distortion valud? and N defined in (1) and (1) respectively.

Independent Variables

Degree- The degree of a vertex in a network is the number of edges attached to it. Degree is often
interpreted in terms of the immediate risk that a node will contract whatever is flowing through the
network (such as a virus, or some information).

Type of network i Three types of networks are analyzedin this paper:

Random networké Er d Rs and R®nyi , 1959, Gil bert, 1959
interconnected by a number of edges with probalslity

* The vector u can efficiently be created by using the logical operator AND instead of subtraction.
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Small world networks (Watts and Strogatz, 1998), in which the nodes are initiafijyev
interconnected, with each node connected to its nearly adjacent nodes. The edges are then randomly

rearranged with probabilit{,.

Scalefree networks (Barabasi and Albert, 1999; Albert and Barabasi, 200&2hich the network
starts withmp unconnected vertices, and at each time step t, another node is addededggbs
(m¢m,). The pr;of@asbng hodeti feind connected to the new node is proportional to

the connectivity of that node.
(3) O, = K/a i kj

Preference is thus given to "earlier" nodes, thereby forming hubs.
Hub i Scalefree networks characterizéy a power law distribution of the number of links
connecting to a node, and therefore include nodes which are often called "hubs", which have many
more connections than others. In graph theory terms these nodes (vertices) have a degree that
exceeds the avage degree by an order of magnitude (e.g., Valente, 1996; Barabasi and Crandall,
2003).
Original Messagei The original message is the message that was first to propagate in the network.
First Propagator 1 Is a person (node) in the network that holdsdhiginal message and the first to
propagate it in the network. There might be a number of First Propagators of the original message.
Messageln-Memory i Messagdn-Memory is the message that a person in the network (node)
holds. This message was formedwo possible ways:
It was initially received from one of this person's connections in the network, and therefore, will be
identical to this initial message, which is called the "Pe@aginalMessage".
It already exists, but it is affected and chaniggdther messages that the person receives from
his/her connections in the network. Every letter of the newly affected Mebs&dgemory is
calculated as the mode (most frequently occurring) of the letters at the same location in all the
previous messagdisat this person received.
Transferred messagdé Before transfer of Messagr-Memory, the message will be distorted by
the person and then it is transferred to some or all of his/her connections in the network.
Mutation T Every time a message propagatea network, and is transferred from one person (the
sender) to another (the receiver), it is distorted by the sender of the message. The receiver gets a
mutated message and each such a message is called a mutation.
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INTRODUCTION

The use of traditional forms of analytical software, for example SPSS (Statistical Package for the
Social Sciences) have long been dominant in Information Systems (IS) research. New forms of
analytical software have been developed over recems yehich add value to the field of IS

research. Such software can reduce the cost and time of analysis, can improve research yield, and
can aid data management. This paper considers the methodological value of using eomputer
assisted tools for qualitativdata analysis.

Analysis of qualitative data is said to be demanding, repetitive and ar(®emis 2003, 143)This

is because the objective of qualitativalysis, through its laborious deconstruction and

reconstruction of discrete datum, requires more personal effort and diligence than do many other
methodgJones, 2007Miles (1979 and Basi{2003)argue that qualitative analysis is among the

most demanding and least examined areas of social research. This can be attributed to the relatively
higher investments in time and effdngat this research requires.

Qualitative data analysis involves a process of reduction to manage and classlindstaf text
are first decontextualized by removing them from their souraeeith their meaning intadt and
then recontextualized by drawing from them a more robusttexdrindependent, meaning based
on an accumulation of evidence. Analysis, therefore, begins through an accumulation of
contextually rich segments of datum. Analysis is then completed through a final process of
abstraction which prescribes a level of megrimthe categorized daitahis is known as coding.

The ability of the researcher to code is an important part of anéBas#, 2003, 144; DeNardo &
Levers, 2002, 4)Miles and Huberman (1994) discuss two methods of code creation. The first is a
method preferred by inductive researchdiis involves coding the data in the absence of existing,
or a priori, knowledge and labeling the data, at least initially, using the data itself as the descriptor
(Glaser & Strauss, 1967)This is often calleth vivocoding. The second method utilizes
preconceived list of categories into which the researcher fits emerging data. While this list may
expand or change over time, it enables a faster, though less emergent, beginning.

QUALITATIVE DATAANA LYSIS SOFTWARE

Computer assisted analysis began withple text searching tools in the form of word processors
which allowed categories to be searched and text to be marked or(&@didhards, 2002)

However, it was not until computer analysis packages were ablectongéxtualize and re
contextualize that they were of any real value to qualitative researchers. One of the first computer
programs to provide real assistance to qualitative researchers was NUD*ISN(iNarical
Unstructured Data by Indexing, Searching, anddrtzing)(L. Richards, 1999, 413Yhe

fundamental purpose of NUD*IST was to provide functions which would assist researchers in the
retrieval of text from data, allow users to code that data, and to develop a system of relasng cod
to each other using a tree structure and a relational database.
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The utilization of software to assist researchers in qualitative analysis has been controversial. The
research community is divided regarding the benefits and deficits of digital interventvhat is
fundamentally a human enterpri®@asit, 2003, 143; Crowley, Harré , & Tagg, 2002, 193)

Opponents cite the befoulment of methodological purity which results from the transfer of data into
a digital environment, and the resulting generalization through the intervention iof loigia. This

can certainly be the case with plain text programs, where expression and emphasis are lost.
However, todayo6s rich text p(Boordon&008 1Crosvleykt t 0 m
al., 2002, 193)Also, computers are good at counting and producing numbers. Users can fall into
the trap of turning qualitative accounts into s@uantitative conceptualizations of analysis by
enumerating the facts rather than interpretivegn. While qualitative analysis software will often
provide these facilities, it is not their strength and it detracts from their pui@oseley et al.,

2002, 193; Welsh, 2002, .1$oftware can also work to distance the researcher from their research
by providing a buffer between the person and their @aardon, 2002, 1; Welsh, 2002, 1)

Proponents see software as the genesis of a new age in qualitative research. Software assists
researchers through better management of data, improved flexibility and greater tirapcaéci

They see electronic data analysis as providing greater accuracy and greater tranfpéaishcy

2002, 3) Software can provide faster and more comprehensive methods of inquiring into the data,
and more versatile and efficient systems of collecting, storing and rep@@tsit, 2003, 145;

DeNardo & Leves, 2002, 5) Opponents often assume programs automate analysis, but this is not

the case. The researcher must still collect the data, decide what to code, and how to code it. The
software does, however, reduce repetition and compléayrdon, 2002, 3) Where O6pape
pendé activities somgaealtaive researther,dsoftivareeremevied namytof the

less pleasant areas of research. Computer assistance is merely a tool which facilitates more effective
and efficient analysi@Coffey & Atkinson, 1996) AResearchers who use t|
amazed that this kind of work, with its thousamd pages of data, could ever have been conducted

by h @asi, 8003, 145)

Despite these debates, computers are being increasingly employed in thquedéative data
analysigBasit,2003, 145; DeNardo & Levers, 2002, 53 number of notable qualitative theorists
have encouraged the use of qualitative data analysis software within their red&angh2001;
Denzin & Lincoln, 1998; Krueger, 88; Merriam, 2001; Miles & Huberman, 1994; Morse &
Richards, 2002; Patton, 2002; Silverman, 2000, 2001; Taylor & Bodgan, 1998; Tesch, 1990)

In summary, tools for computer assisted qualitative data analysis have both advantages and
disadvantages. Theahtages are the increased speed, density and accuracy of analysis, enhanced
data management, and facilities for mining collected data. The disadvantages include a potential
disconnect between the data and its interpretation, a tendency to enumeratbaatimerpret

data, and potential for users to oaralyzing their data.

This paper examines qualitative data analysis through the use of a software package developed by
QSR, called NVivo. The paper will advance a discussion which will demonstraeyjttet e mod s
suitability for IS research, discussing the advantages and disadvantages of its use.
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INTRODUCTION

This conceptual work examines the possimmledical value of information collected during human
computer interaction (HCI). HCI produces a s
mar ker so. Similarly to biomarkers, which are
conditions suclas illness, HCI markers can be used to identify changes in the cognitive,
psychological, physiological and other states of users. This conceptual paper presents the concept of
HCI markers, and examines the feasibility of using these markers for diagnogiises.

HCI MARKERS

Users who interact with information systems create a constant stream of data. Data are created
through the usage of keyboard and pointing device (mouse, touch screen, etc.) combinations, and
via multimedia peripherals such as camenasisrophones and other sensors. Variables that can be
collected during such interactions using a keyboard and pointing device include: (1) vocabulary; (2)
typing speed; (3) spelling; (4) grammatical components; (5) response time and pauses; (6) usage of
CMC (computermediated communication) cues such as emoticons, uppercase spelling, asterisks,
etc.; (7) punctuation, and (8) flow and precision of pointing device use, to name a few. For
example, in past research these variables have been used to stutlyecabiities , and were able

to predict and detect the development of neur
(Garrard, 2009; Snowdon, 2008)ther studies show that HCI markers can identify changes in
emotional states. For example, Cohn and colleagues measured the significant influence of the
shockng events of September 11, 2001 on the language used by American b{QwpdersMehl,

& Pennebaker, 2004PDther variables such as personality and trust have also been shown to be
reflected in the rhythm of online interactiofesg. Kalman, Scissors, & Gergle, 2010f) the

examples so far are based on information gleaned only from keyboard interactions, other sensors
such as microphones, cameras and GPS receivers allow for the inclusion of maugimables

(Cowie, et al., 2001)Finally, information can be gleaned from an analysis of the interaction

between the usersid the content they receive during the session: website visits, keyword searches,
or their social correspondence using online media such as email, chat, or social networking sites
(e.g. Brownstein, Freifeld, & Madoff, 20Q9)

POTENTIAL USES

HCI markers can be collected while users are interacting with their workstations, laptops and
mobile devices. The markers can then be analyzed either in real time, or in batches. The results
these analyses can be used for a spectrum of
emotional, cognitive, and physiological states and the detection of neurodegeneration, mental

il Il ness, and even condi t i onte legeblottie indiaduap suchk i ns o
monitoring systems can flag the emergence of a previously unknown condition, monitor the
progress of an existing condition, or alert wu

the emerging field of wealte physiological monitoring devicés.g. Otto, Milenkovic, Sanders, &
Jovanov, 2006; Wu, et al., 2008hese methods can also be used to study groups of people or even
whole populations, in order to increase our understanding of the development of specific conditions
in individuals as well as populatiemide processei.g. Cohn, et al., 2004; Liehr, Mehl, Summers,

& Pennebaker, 2004)
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POSSIBILITIES , RISKS, AND LIMITAT IONS

HCI markers have the potential to provide rich information similar to that provided by ubiquitous
standardized medical tests such la®® or urine tests. It is inexpensive to collect, and since all data
are already digitized, there is no need for expensive transcription or digitization costs. The
development of effective automated analysis tools will facilitate the creation of do-end

digital process that requires minimal human intervention only at junctures that require decision
making. This analysis can either be carried out in real tiarean example of real time analysis of
such data see Leshed, et al., 2009t predetermined intervals, in batch mode.

Nevertheless, like other biomarkers and hegdthtedvariables, HCI markers too have limited
reliability and validity(Diamandis, 201Q)which have to be carefully assessed before the markers
are implemented. In addition, the collection of HCI markers requires the monitoring and
dissemination of private information. The ethics of such actions require care$idlemtione.g.

Kerr, Steeves, & Lucock, 2009; McGuire, Caulfield, & Cho, 2008)

A responsible study of the potentiedes of HCI markers requires extensive longitudinal studies in
the general population, as well as studies of these markers in carefully selected populations with
diagnosed emotional, cognitive or physiological conditions. The former category of studids wou
provide the baseline data required to build the diagnostic tools, while the iliness specific studies
would provide candidate variables for research. Ethical and psychological considerations need to be
taken into account both during the research phaseeh as ahead of the implementation stage.

CONCLUSION

This conceptual paper presents HCI markers, analogous to biomarkers used in medical fields. The
paper reviews studies that have demonstrated associations between these markers and changes in
emotioral, cognitive, and physiological states. It suggests that HCI markers can be used to monitor
individuals as well as groups and communities, while at the same time pointing to the significant
technical and ethical challenges associated with using suchmhdtkecommends applying

approaches learned in medicine, social science, and computer science to the development of
effective HCI markebased diagnosis tools. The promise of HCI markers is great, but it will only

be fully realized through carefully cantled longitudinal studies.
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INTRODUCTION

A computer mediated social network is a modern information system where data isegenerat
("crowdsourcing™), distributed, evaluated and accumulated. It is important to understand how the
topology of the network affects the information cycle and to develop network algorithms
accordingly. One of the intriguing processes in social network$demation and opinion

spreading between actors. This paper attempts to define a proper model of opinion spreading
between actors in social networks.

There are two main approaches for modeling information and opinion spreading. The contagion
approach (Kitak at al. 2010), which is based on the spreading of disease. It suggests that if a
healthy person will encounter a sick person, there is a specific probability that the healthy person
will get infected. The opinion spreading is just like the diseasepafson without a specific

opinion about a topic (not opinioned person) will encounter an opinioned person, the first person
will, with some probability, be opinioned.

The threshold modelentola & Macy 200)is another approach for opinion spreading. iftoelel
assumes that a probability of an actor to get opinioned is a sigmoid function of proportion of the
actor's opinioned neighbors to total number of neighbors.

Both models contradict the opinion spreading mechanism as it is viewed in socKleigpérg

2008; Centola & Macy 2007

In our study, we distinguish between two types of information entities. One entitgebartable
information. For example, facts, information or disease. When one is exposed, one may be infected,
but the next exposure happroximately the same probability for infection. The second type is
debatable information: when someone is exposed he or she can accept or choose not to accept the
opinion. Examples include consumer tastes, ideas, decisions and so on. The contagioh epproa
relevant only to the udebatable information, since in the case of debatable information,
conformity is crucial.

In addition, in both approaches mentioned above, there isn't a significant difference in the opinion
spreading time depending on whiactors act as starting poinWdtts & Dodds 200)7 This is in
contrast with sociology theories according to which there are key actors for opinion spreading in
social environmentXKatz & Lazarsfeld 1956

For these reasons we propose a new model lwdaiptures the main difference between

information and opinion spreading.

OPINION SPREADING

Model

The model is based on the assumption that the probability of a person to obtain an opinion is a
function of the numbers of influencers that the person erteosi Jon Kleinberg called this the "0

1-2" effect, "in which the probability of joining an activity when two friends has done so is
significantly more than the twice of the probability of joining when only one has done so"
(Kleinberg 2008).

According tothis we need to introduce two different probabilities, one if the person encounters one
infector, and another probability when encountering two infectors.
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For simplifying the situation, we assumed that the opinion may be expressed by Boolean value and
there is a time interval on which each person can be exposed to an opinion form two of his friends.
We suggested the following model of opinion spreading:
In each time interval for each not opinioned actor in the network we randomly select two of his
friends:

If the two selected friends are not opiniorieithe actor stay not opinioned.

If one is opinionedthe actor gets the opinion m probability.

If two are opinionedthe actor gets the opinion pa probability.
In the case of opinion spreading witil<2 effectp,>> p;, without G1-2 effectp,~2A 1. p

Simulations

Opinion spreading was simulated on different real world social networks (networkaif e

contacts (Leskovec, Kleinberg & Faloutsos 2005), network of scientific citation (Newman 2001)
and so@l network of user community of tech news site (Leskovec at al. 2008)). Social networks,
including the above datasets, obey the "Small World" properties and have power law distribution of
actor degree. To distinguish the role of power law degree distnibinom the role of Small World,

we consider additional networks obtained from the source dataset by randomization the links with
preserving nodes degrees.

For simulation we defined a starting actor whom which will influence the network. In each time
iteration, according to the model probability outcome some not opinioned actor in the graph became
opinioned. The spreading iterates until it reach target fraction of opinioned actor in the graph. Each
simulation process was repeated until the standardtaeviaas low.

The average number of actors with opinion by time line was measured. The behavior of the
spreading is characterized by a slow incline, until reaching a critical point or tippindgamirtime

line. For accurate definition, we assumed thé& reached when 10% of the actors are infected.
Simulation shows that after reachigghe spreading speed is dramatically increases. Without the 0
1-2 effect the form of time dependence curve is similar to the one viitR 6ffect, howevet,

valueis significantly larger.

Results

Main interest in the simulations is to understand if there's a difference bepfeedifferent
starting actors of the network. Simulations show that fiv20effect the difference is significant,
while without G1-2 the difference is small. In addition, in randomized social network witt?0
effect the difference is small as well.

The actors with relatively sma} we call influencers. From the simulation it is clear that not all
actors with high link degree are liméncers. Influencers in the case ef-Q effect are not the same
actors which have the smallgésvalue without 01-2 effect.

DISSCUSION

In accordance with the-D-2 effect and as result of simulations data analysis it is clear that to be an
influencer an actor not only has to have big number of followers, but these followers have to be
linked between them. In social networks some "stars" have disconnected followers and as result
they are not influencers.

In randomization process the Small Worldpedty is destroyed, but the stars continue to be stars as
regarding to their degree. Simulation shows that influencers do not exist in this case, this points that
influencer can exist only in Small World networks. Actually it means that the tipping point f

network without Small World topology is not reachable.

Known characteristics of an actor in a network can not indicate if he or she is a potential influencer.
It's clear that an influencer must not have a low degree and must have a high clustefimigntoef
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value. To become an influencer, a special position of an actor in the network is needed and this
position is not a local property of the actor. Further investigations will be concentrated on accurate
definition of this position together with thetioduction of new topological metrics of a network.
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INTRODUCTION

Consider the following scenario: A patient diagnosed with a health problem must choose among
alternative courses of action, including a treatment,yaiptan to administer it, and a medical

facility in which the treatment is to be administered. In general, the alternatives to be considered are
quite complex, involving assessment of risks and values, as well as financial and lifestyle
considerations, andifficult to assess as wholes.

Shared DecisioiMaking (SDM) is a concept of treatment decision making. According to Charles et
al. (1997 its key characteristics are both patient and physician involvement, information sharing,
taking steps to build a consensus about the preferred treatment and their agreement on the treatment
to implement. The idea betd the SDM concept is the recognition that the information patients

have about their own values and preferences is as important for patient care as the research
evidence that leads to medical decisi@Rsland, 200

In practice, however, it is not always gas obtain the necessary information from the physician or

to elicit the patient's preferences. Both may require some guidance on how to sort out and
organizing the relevant information in a systematic manner, and identify the optimal course of
action.

Decision Support Systems (DSS) have generally been defined as interactive, ctrapeder

systems that utilize decision rules and mo@€ilgban & Watkins, 1986 In the medical context,
these model s encour ages p a tzatienmhdsdanmpnicaibnethug n c e
having the potential to facilitate SDM

Our study presents a procedure designed to aid physicians and patients in the process of making
medical decisions, and illustrates its implementation to aid pregnant women, who decided t
undergo prenatal diagnostic test choose a physician to administer it. The procedure is based on a
medical decision making model of Ka(@009 which presented an axiomatic model of medical
decision makinghat requires the elicitation and integration of the patient's preferences and the
physician's risk assessment. The essence of this model is that patient preferences are represented as
an outcomalependent expected utility function, where each outcomeassible postreatment

state of health, which includes the side effects of treatment, the associated pain and inconvenience,
the direct monetary expenses, and the potential loss of income.

OBJECTIVES

The main objective of this work is to study the podisytof using the model of Karni (2009) and
procedures as model based DSS that help patients and physicians make medical decision.

The choice facing the women in this study is between undergoing a prenatal diagnostic test with an
average physician and ampert physician (expert physician pertains to a physician that performs
larger than average number of procedures per unit of time and, as result, has higher success rate
than average physician but charge higher price than average physician). In ottsgnimibris

study we are looking after the tradeoff between the skill of the physician (expert/average) and the
price that he/she charges for performing the test. The decision problem was chosen for its relative
simplicity and the transparency it affords.
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METHOD

In this study we formulated questionnaires designed to prompt patients to reveal their evaluation of
the medical consider, a pregnant woman who decided to undergo prenatal diagnostic testing, CVS
or amniocentesis, and must choose between antg{pesician and a average physician who is less
expensive, but has a higher probability of fetus loss. We also use the responses to check whether
they are consistent with basic premises of rational choice behavior.

The study was conducted through "LimeSesV, a survey service platform for running online

surveys, in Hebrew, from December 2008 through December 2009.

The study includes two anonymous separate questionnaires, one for the CVS procedure and another
for amniocentesis. Links to the CVS questionmaiere sent to doctoral and MBA students from

Tel Aviv University by email. Links to the amniocentesis questionnaire p@sted in four

pregnancy and labor internet forums.

A total of 49 women patrticipated in the CVS questionnaire and another 25 warntierppted in

the amniocentesis questionnaire are included in our study. Most of the women wesbgions

(41/49, 84%); 23/25, 92%) Jews (47/49, 96%; 23/25, 92%), ag86 Y6ars old (40/49, 82%;

24/25, 96%). The marital status of most of the womesimarried (41/49, 84%; 20/25, 80%) with
children (43/49, 88%; 14/25, 56%). Some were pregnant at the time of the study (12/49, 24%;
18/25, 72%), some had a health history including some kind of abortion (14/49, 29%; 5/25, 20%),
and some were familiar witbmeone with birth defects (21/49, 43%; 11/25, 44%). As for financial
characteristics, most of the women worked (44/49, 90%; 23/25, 92%) as salaried employees (37/49,
76%; 19/25, 76%), and most of them held at least a Bachelor's degree (45/49, 92%4;,(@5/3)5,

* First data refer to CVS participants and second to amniocentesis participants

RESULTS

Examination of the responses shows that most of the participants (70% in CVS, and 76% in
amniocentesis) are natate dependent, most of the participants arenat(91% in CVS and 97%

in amniocentesis) and most of the participants are risk averse (79% in CVS and 67% in
amniocentesis). Irrational and/or risk seeking participants were excluded from the study.

To illustrate how our method works in this contexé, describe one participant in the
amniocentesis study who displays outcesiependent risk attitudes or in other words displays
different financial preferences in two different health states/possible outegrfamtinued
pregnancy without coplications) and.. (involuntary abortion). Figure 1 present the graphs of two
utility functions, corresponding to the two possible outcomes.

Utility in

Utility in

Figure 1. Utility functions of stateedependentparticipant
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Table 1 displagthe maximum price that a specific woman should be ready to pay to have the
procedue done by an expert physician as opposed to an average physician is calculated based on
her utility functions. This is followed by a recommended course of action, namely, a
recommendation on whether to have the test administered by an expert or an @ivyesaign,

given the prices charged by this physician. Throughout we assume that the price of having the test
administered by an expert is 3500 NIS. We consider an alternative cost of having the test
administered by an average physician with a full sybsitich means that the patient pays nothing.

Table 1. Recommendation (based on utility functions)
Average physician Free | Recommendation

Peyvs(w;) = 0.25% 3197.76 NIS Average physician
Peyslow; ) =0.01% 5894.37 NIS Expert physician

This simulation which prodes insights into the patient preferences should be discussed between
patient and physician as part of the SDM process.

CONCLUSIONS

The first main conclusion is that, for a large majority of the subjects participating in this study, the
answers are notaonsistent with the basic premises of the decision model. This suggests that the
subjects are capable to provide evaluations that can be used in the application of the model, and
that, properly applied; the model is a useful instrument to help make meedisibns.

For most subjects the risk attitudes do not depend on the outcome, and for those it does, it has no
particular tendency. This suggests that, since involuntary abortion does not have long term physical
health consequences, such as reduced egahifity, the attitudes towards risk are unaffected.
Healthhrdependent risk attitudes may prove to be more important when the treatment alters the
health state permanently, or for a significant period of time, with consequences for the earning
ability. Wealso note that, in the cases studied in detail, the subjects displayed decreasing absolute
risk aversion and increasing relative risk aversion.
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ABSTRACT

Maps such as concept maps and knowledge maps are often used as learning materials. These maps
have nodes as key concepts and links as relationships between key concepts. From aissap, the
can recognize the important concepts and their interrelationships. To build concept or knowledge
maps, domain experts are needed and the cost of map credtigh. This study developed a

model which automatically builds a domain knowledge mapgg) from a set of documents

about a specific topic using text mining techniques. To buitddp, keywords are extracted from a

set of documents using the TF/IDF algorithm and keyword pairs are ranked according to number of
appearances in a sentence andmemof words in a sentence.-rdap was implemented to evaluate
learning performance. The experiments analyzed both sentence recall and identification of
important sentences, in comparison to docurbased learning methods. The results show that K

map praides a mechanism with high recall and can distinguish the more important information, in
comparison to documetiased learning.

INTRODUCTION

When people learn from text, they usually follow the order set by the author, as with reading books,
in the mostommon method of texttased learning. However, telésed learning is not efficient in
the following situations. First, in many cases people have different levels of prior domain
knowledge. However, when they learn from textual material, they can onlit fead beginning
to end or use the table of contents to jump to a specific chapter. If a learner has a certain knowledge
level, he can use the index to look for information on a certain concept, but the index usually
contains hundreds of concepts listdphabetically with no relational information between them.
Second, in cases of learning under time pressure the learner can use the table of contents or index to
identify main parts. There is no other specific way to distinguish important information.
Furthermore, if a person wants to learn about a domain from a web search, the time limitation is
more acute due to the huge amount of documents online. He will read documents frankéap
ones down and will stop when the time is up. Third, if a documeainiplicated or long, a reader
may find it difficult to recognize important concepts and their interrelationships.

Map-based learning can be useful in these situations. Key concepts and relationships can be
identified directly from the map. Time can als® saved by shortening the amount of text.
However, these maps are built by the manual effort of domain experts. This paper proposes a
method of automatic map generation and presents an implementation example wittricedhta.

RELATED WORK

A concept mp is a visuospatial representation of knowledge with text and graphical elements such
as arrows, lines, ovals, and squatesonsists of nodes, containing a concept or item, and links
connecting two nodes to each other and describing their relationgtépe each nodknk relation
makes a proposition.

A concept map is taken from the theories of assimilation and subsumption in cognitive
learning theoryAusubel, 1968)A concept mapping tool was initially developed to search for
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better ways to represeletarner knowledgeNovak & Musonda, 1991 topic map is an ISO
standard for describing knowledge structures and associating them with their resources and contains
basic concepts, such as Topics, Associations, and Occurr@aggse(, 2000)An environmenfor
e-learning, called TM4L, where people use topic maps for learning, was developecheva &
Dichev, 2006)
A way to construct concept maps automatically from academic papers was prop@eehin
et al., 2008) They used author keywords as keywsoadter preprocessing and defined relations
among them with four assumptions. While previous work dealt with constructing maps or using
maps for learning, this study focuses on automatic map construction for learning.

MODEL OVERVIEW

K-map is defined asdomain knowledge description map with nodes and links. Nodes are
keywords considered important domain concepts and links are relations between two keywords.
The present work developedrdap Tools, a learning environment where the user controls the
number & keywords and relations, and thus the requested depth of information, that are used to
automatically produce a-dhap for a document. There is a concept search window that helps the
user search for a specific concept. The system takes several docunagedstoeh domain and
generates a#nap. Figure 1 is an example of ankap produced by #nap Tools, with 18

keywords and 30 relations, generated from a set of documents about John F. Kennedy. Each link
has a different score and thickness, when a highee s@gids a thicker link.

The K-map has a hyperlink on each relation. If the user clicks a relation, he will see all
sentences having the two keywords at both ends of the relation. For example, if a relation between
0Kennedyd6 and 6 pr 8 appears. tn&Figure, alt serdescesthavindrthegvords
0Kennedyd and Opresidentdé are shown. The wuser
knowledge.

With K-map Tools, as the user handles themHp, he searches and learns. In the searching
and learning process with current search engines, the user first types in words he wants to know
about; these can be considered the topic. Then the search engine shows him a list of documents
related to the query. The user goes over the list, at somecpoimging a document and reading. He
repeats the process until he learns enough. With current search engines, there may be inefficiencies
T the user may not understand important concepts, may miss key concepts, or may waste his time
trying to find a rightdocument.

However, withkmap t he user doesndét have to find a
already has extracted sentences, categorized by keyword pairs. He can recognize the key concepts
and the strongly connected key concepts; he obtains a holestiofthe domain. Thus, ¥ap
improves the searching and learning process.

IMPLEMENTATION AND E XPERIMENTS

TheK-mapmodel was implemented as a systdime nodel consists of three parteyword
extraction, relation extraction, and relation labelik@rthe experiments 3garticipantsvere
dividedinto two groups:a document groupvhich learnt from a set of documerdgad amap group
whichlearnt from kmap using Kmap Tools.

Three experimentaere performedThe irst experimentnalyzed whether the-magp could
identify the important sentences in a documé&he results showed that the model can successfully
filter out the sentences considered not important to the mainTileaecond experimerdnalyzed
in thetwo participant groups the recalthe nunberof important sentences identified. The results
show that there asno statistical differencéetween the group3he hird experiment compade
thenumber of significant sentences recaledween the two groupshe results showed that with
K-map user¢earned informatiothat is more important, in comparison to the informalsamred
with documents

The results showed that, contrary to the initial assumption, witteldpeopledo notread
faster or recall more information compdto people who learwith texts It is assumed that the
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learning speed using-Kap depends on previous experience and might increase as users become
more experienced. Further studies can investigate the learning curve of usiag &d analyze
K-map learning performance different domains.

DISCUSSION AND CONCLUSION

K-map offers multiple benefits. A user can see key concepts in a domain as well as strongly related
concepts. As a user reads, he can directly access a document he wants from a certain sentence; in
other wordsK-map can function as a search engine. By exploring the map, a user can learn about
the domain at some level of knowledge without accessing original documents. As a user explores a
domain kmap, he can see the holistic/overall picture. Additionally, singser can choose

relations based on keywords, he can selectively learn about the domain, which is hardly possible
when learning from text. Furthermore, experiments show thrab provides a mechanism with

which to distinguish the more important sentence
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Figure 2. Screen shot of sentencesdorm i ni ng O6Kennedy 6-mapfidablsépr esi d
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